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Abstract—While speech perception is well-known to be 

multimodal, resulting from a fusion between visual and acoustic 

information, the goal of the present study was to explore the 

contribution of holistic (whole-face) and featural (mouth-only) 

visual input to speech perception. Sixteen adult participants were 

asked to repeat mildly and strongly acoustically degraded 

syllables presented in audio-only (AO), audio-visual whole face 

(AVF), and two audio-visual mouth conditions within which one 

contained high contrast regions (AVM-W) and the other did not 

(AVM-E). Participant’s correct repetitions and fixations duration 

in the talker’s oral area were analyzed to find that the featural 

AVM-E format was the most facilitative of perception of 

phonological information. This was also the format that yielded 

the longest fixations durations in the talker’s oral region. The 

results are interpreted in line with a possible association between 

speech and face processing.     
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I.  INTRODUCTION  

Over the last seven decades, research on speech processing 
has well established that visual information plays an important 
role in speech perception. Firstly, visual information has a 
facilitative effect on speech perception under conditions in 
which the auditory input is degraded (e.g., [1], [2], [3]). 
Secondly, speech perception appears to be multimodal in its 
nature, resulting from the fusion between auditory and its 
corresponding visual input [4]. 

One of the problematics in multimodal speech perception 
research is to establish the nature of visual input (featural 
mouth-only vs holistic full-face displays) that facilitates best 
speech perception in noise. On one hand, some studies provide 
evidence for a possible holistic nature of visual speech cues 
processing either by finding a facial inversion effect [5], [6] or 
by observing an activation of fusiform gyrus in multimodal 
speech perception in noise [7]. On the other hand however, 
studies comparing subjects’ performance in multimodal speech 
perception under whole-face and mouth-only visual conditions 
yield divergent results. Indeed, if some of these studies found 
the whole-face displays as being the most facilitating of speech 
perception [8], [9], others found no differences in subjects’ 

performance between holistic and featural visual input 
conditions [10], [11], [12].  

According to Thomas and Jordan [12], the reasons for the 
discrepancies in these results are due to the differences in the 
featural visual information format which firstly, contained 
areas not strictly confined to the mouth of the talker in some 
studies and, secondly, was often obtained by covering 
irrelevant regions of talker’s face with high-contrast mask. Yet 
high contrast regions present in visual stimuli could have 
affected attentional processing either by diverging viewer’s 
gaze from the exposed mouth area to the occluded areas or, in 
the contrary, by attracting viewer’s attention to the exposed 
mouth area. The goal of our study was to address the exposed 
issue by taking into account both subjects’ verbal performance 
and eye movement behavior in conditions containing holistic 
visual input and featural visual input with and without high 
contrast areas.   

II. METHOD 

A. Participants  

Sixteen adults (age range: 18-40; mean age: 25.13; SD: 
6.57) with no reported psychiatric and/or neurological 
disorders and either normal or corrected to normal vision, as 
well as normal hearing capacities participated in the study. 
They were all native speakers of French. 

B. Stimuli 

Critical trial stimuli consisted of 16 consonant-vowel 
syllables (/ba/, /da/, /fa/, /ga/, /ka/, /la/, /ma/, /na/, /pa/, /ʁa/, 
/sa/, /ʃa/, /ta/, /va/, /za/, /ʒa/). They were presented under one 
audio-only (AO) and three audio-visual conditions which 
differed in the format of visual input presentation: audio-visual 
face format (AVF), audio-visual mouth “extraction” format 
(AVM-E) (with no high-contrast areas) and audio-visual mouth 
“window” format (AVM-W) (with high contrast areas between 
the talker’s mouth and the rest of facial context which was 
occluded by a high-contrast mask). Two demonstration trial 

stimuli, (/oua/ and /a/), were also included in the study. They 
were presented under the same conditions as the critical trial 
stimuli. 



In addition to different visual presentation conditions, the 
stimuli were presented in two auditory conditions which 
differed in the level of signal’s degradation by noise: In the 
signal to noise ratio -6 (SNR-6) the purple noise covering the 
signal was of 6 dB stronger than the signal and in the SNR-12 
condition the difference in decibels between the noise and the 
signal was of 12. 

All the videos were of 2 seconds length. Within each, the 
target syllable of approximately 1 second length was centered.   

C. Procedure 

The participants’ task was to repeat, as it was perceived, 
each critical trial stimulus. For this purpose, an inter-stimuli 
interval of 2 seconds was included in the stimuli presentation.  

The stimuli were presented in blocks, each corresponding 
to one of 4 overall presentation conditions. Each block 
contained two sub-blocks which corresponded to auditory 
degradation conditions. For half of the participants each block 
started with low degradation sub-block and, for the other half, 
with high degradation sub-block. The order of stimuli 
presentation within each sub-block was random. The order of 
the four blocks was partially counterbalanced in such a way 
that each condition was preceded and followed at least once by 
every other condition, which resulted into four different 
condition orders. Four participants were assigned to each order 
of block presentation. In the experiment, the eye movement 
behavior of participants was recorder with the Tobii 1750 eye-
tracker. 

In addition to the critical trials, the experiment started with 
a demonstration of experimental material: the syllables /oua/ 

and /a/ were presented in all eight conditions (audio-visual 
presentation X level of auditory degradation). 

 

III. RESULTS 

For the verbal data, the differences in the correct repetitions 
between the audio-only and each audio-visual condition, also 
known as audio-visual (AV) gain, and for eye movement data, 
the fixations duration in the mouth area of the talker were taken 
into account. Both types of data were submitted to a Signal to 
Noise Ratio x Visual Information Format (2x3) within-subject 
analysis of variance.  

A. Mean percentage of AV gain 

The main effect was significant for both factors, SNR 

(F(1,15)=9.741; p<0.070; р²=0.394) and Visual Information 

Format (F(2,30)=4.577; p<0.020; р²=0.234). The AV gain 
was greater in the SNR-12 condition, and lower in the AVF 
format condition as opposed to the to the AVM-E format 
(t(31)=-3.572; p<0.001) and the AVM-W format (t(31)=-2.784; 
p<0.009). The interaction effect was significant as well 

(F(2,30)=8.316; p<0.002; р²=0.357). At the SNR-6, the 
AVM-E format yield the best performances with the other two 
formats being somehow comparable (AVM-E vs AVM-W 
(t(15)=2.449; p<0.027) and AVM-E vs AVF (t(15)=3.000; 
p<0.009)). At the SNR-12 condition subjects did better with 

the AVM-W than the AVF format (t(15)=4.044; p<0.001). No 
difference was found at this level between both featural 
formats. (See Figure 1 for a graphical representation of results.) 

 

 

 

 

Figure 1.  Mean percentage of AV gain with the AVF, the AVM-E and 

the AVM-W formats under the two SNR conditions. (The bars are 

representing standard error.) 

 

 

B. Fixations duration in the talker’s mouth area 

Only the main effect of Visual Information Format was 

found to be significant (F(2,30)=7.193; p<0.009; р²=0.643). 
Overall, subjects’ fixations in the talker’s mouth area were 
longer in the AVM-E format than in the AVF (t(31)=-3.774; 
p<0.001) and the AVM-W format (t(31)=5.284; p<0.001) 
conditions. The difference between the AVF and AVM-W was 
also significant with the benefit for the AVF condition 
(t(31)=2.304; p<0.028). (See Figure 2 for a graphical 
representation of results.) 

 

 

 



     
Figure 2. Mean fixations duration in the talker’s oral area under the 

three Visual Information Format conditions. (The bars are 

representing standard error.) 

 

 

IV. DISCUSSION 

While expecting to find that holistic facial information 
would be the most facilitative of audio-visual speech 
perception in noise, our results surprisingly suggest that this 
hypothesis is to be rejected. Such results are however somehow 
in line with those obtained by Thomas and Jordan [12]. These 
authors also tested the efficiency of whole face and featural 
mouth only format containing no high contrast areas and found 
a tendency, although not significant, towards the featural 
format being more advantageous for speech perception. Since 
Thomas and Jordan [12] used words as their experimental 
stimuli participants’ lexical knowledge could have constituted 
a factor that masked a possibly significant effect of information 
presentation format. In our study, on the contrary, the stimuli 
used contained minimal lexical information and participants’ 
task was mainly of phonological nature – detecting the first 
consonant of a consonant-vowel syllable for the vowel was 
maintained fixed across all stimuli. Thus, it seems that when it 
comes to audio-visual processing of speech production in its 
phonological aspect alone, featural mouth only format of visual 
information presentation containing no high contrast areas 
(AVM-E condition) allows the viewer to focus his/hers visual 
attention on the oral region and facilitates best speech 
perception. While featural mouth-only window (AVM-W) 
format attracted visual attention focus less on the mouth than 
the AVM-E format, it allowed a successful encoding of 
phonological speech information especially in a condition with 
a high cognitive load on such processing (SNR-12 condition). 
Finally, while visual attentional focus on oral region was 

comparable to that in the AVM-W condition, the full face 
(AVF) holistic format yield the lowest AV gain overall. In line 
with previous studies which found an association between 
audio-visual speech perception and face processing, one might 
suggest that face processing, in which we are highly 
specialized as extremely social beings, could have interfered 
with processing of phonological information relative cues. As 
such, the results of present study offer numerous possibilities 
for further research on problematics in line with normal 
development (children are known to be less efficient in holistic 
face processing than adults) as well as pathological 
developmental conditions (particularities in face processing are 
a well-known feature in autism). The interpretation of the 
results would also greatly benefit from a study of patterns of 
neural activity underlying the processing induced by each 
visual format with a special attention of the activity in the 
region highly specialized for face processing, the right fusiform 
gyrus.  
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